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Abstract

Kumauni language is one of the regional languademdia, which is spoken in one of the
Himalayan region Kumaun. Since the language igivels understudied, in this study an attempt has
been made to develop a parsing tool for use in Kunnkanguage studies. The eventual aim is help
develop a technique for checking grammatical stmeést of Kumauni sentences. For this purpose, we
have taken a set of pre-existing Kumauni senteacgsderived rules of grammar from them. While
selecting this set of sentences, effort has beatertmaselect those sentences which are represendti
the various possible tags of parts of speechebenfanguage, as used currently. This has been tdone
ensure that the sentences constitute all possibte These derived rules of Kumauni grammar haga be
converted to a mathematical model using Earleygsrithm suitably modified by us. The mathematical
model so developed has been tested on a sepatatd pes-existing Kumauni sentences and thus
verified. This mathematical model can be used liergurpose of parsing new Kumauni sentences, thus

providing researchers a new parsing tool.
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EL ETIQUETADO DE FRASES DEL KUMAUNI DESPUES DE MODIFICAR EL ALGORITM O DE
EARLEY'’S

Resumen

La lengua kumauni es una de las lenguas regiodalés India, hablada en el area de Kumaun en
la region del Himalaya. Puesto que esta lenguaidm rauy poco estudiada, en este trabajo se ha
pretendido desarrollar una herramienta de etiqoetititipara los estudios sobre el kumauni. El dbjet
final es contribuir a desarrollar una técnica pareomprobacion de de las estructuras gramatiesldéas
oraciones del kumauni. Con esta finalidad, se ltagido un conjunto de oraciones preexistentes del
kumauni y a partir de ellas se han derivado regi@naticales. Ademas de esta seleccién, se ha
intentado elegir aquellas oraciones que se usamlastnte y que son representativas de las posibles
etiquetas en que pueden marcarse partes del Eatdaeleccion se ha realizado para asegurar glas en
oraciones aparezcan todas las etiquetas posildssrelglas derivadas de la gramatica del Kumauni se
han convertido a un modelo gramatical mediante s&8 del algoritmo de Earley’s previamente
modificado. El modelo matematico desarrollado sedrificado aplicandolo a un conjunto separado de
oraciones preexistentes del Kumauni. Este modetm@wsarse para etiquetar nuevas oraciones del

kumauni, ofreciendo a los investigadores una nbheveamienta de etiquetaje.

Palabras clave
lengua kumauni, gramatica libre de contexto, atgwide Earley’s, Procesamiento del lenguaje natural

etiquetado

1. Introduction

Parsing can be done in three stages. The firs¢ $$dgken Generatigror lexical
analysis, by which the input character stream I gspo meaningful symbols defined
by a grammar of regular expression. The next stadrarsing or syntactic analysis,
which involves checking that the tokens form aowaéble expression. This is usually
done with reference to a Context Free Grammar (CH@) recursively defines
components which can make up an expression anordiee in which they must appear.
The final phase isSemantic Parsingor analysis, which requires working out the
implications of the expression just validated aakirtg the appropriate action. In the
case of a calculator or interpreter, the actioto isvaluate the expression or program; a
compiler, on the other hand, generates some kirmbdé. Attribute grammars can also

be used to define these actions. Brian Roark (2p€d9ents a lexicalized probabilistic
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top-down parser which performs very well, in teraisboth the accuracy of returned
parses and the efficiency with which they are fquethtive to the best broad-coverage
statistical parsers.

Top-down backtracking language processors have swivantages compared to
other methods, i.e.

1) They are general and can be used to implemeigawus grammars.

2) They are easy to implement in any languagesijgports recursion.

3) They are highly modular, i.e. the structurelad tode is closely related to the
structure of the grammar of the language to beqawed.

4) Associating semantic rules with the recursivactions that implement the
syntactic productions rules of the grammar is ghtorward in functional
programming.

Languages which cannot be described by CFG aredcdllontext Sensitive
Languages. Tanaka (1993) has developed an algorittmCFG. An informal
description of a new top-down parsing algorithm basn developed by Richard A.
Frost et al. (2006) that accommodates ambiguitylefidecursion in polynomial time.
Shiel (1976) noticed the relationship between topad and Chart parsing and
developed an approach in which procedures correspgrno non-terminals are called
with an extra parameter, indicating how many teatsnthey should read from the
input. Fujisaki Tetsunosuke (1984) has tested @usoito parse it using Stochastic
Context Free Grammar and probability theory to mides parse tree. R. Frost et al.
(2007) presented a method by which parsers canube ds modular and efficient
executable specifications of ambiguous grammarstaging unconstrained left
recursion. In 2008 the same authors, Frost eR@D]), described a parser combinator
as a tool that can be used to execute specifisat@dnambiguous grammar with
constraints left recursion, which execute polyndrtimme and which generate compact
polynomial sized representation of the potentiality

Devdatta Sharma (1985), a leading linguist, was fite¢ to study Kumauni
language linguistically. To carry his initiativerfoer, we have taken Kumauni language
for information processing, i.e. to check the graamsnof input sentences. Parsing
process makes use of two components; a parsermwhaprocedural component and a
grammar, which is declarative. The grammar changgending on the language to be

parsed while the parser remains unchanged. Thusnigyly changing the grammar, a
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system would parse a different language. We hdent&arley’s Parsing Algorithm for
parsing Kumauni sentences according to a gramnaamid have defined for Kumauni

language, using a set of pre-existing Kumauni seae

2. Earley’s Parsing Algorithm

The task of the parser is essentially to deternfimand how grammar of a pre-
existing sentence can be determined. This can he desentially in two ways, Top-
down Parsing and Bottom- up parsing.

Earley’s algorithm is a top-down dynamic programgnialgorithm. We use
Earley’s dot notation: given a production-X xy, the notation X— x ¢ y represents a
condition in whichx has already been parsed grid expected.

For every input position (which represents a positbetween tokens), the parser
generates an ordered state set. Each state itegXup> X * y, i), consisting of

» the production currently being matched-{Xx y);

* our current position in that production (represdrig the dot);

» the position in the input at which the matching of this prodoictbegan: the
origin position?

The state set at input positidnis called Sf). The parser is seeded with S(0),
consisting of only the top-level rule. The pardert iteratively operates in three stages:
prediction, scanning, and completion.

» Prediction: For every state inky(©f the form (X— x ¢ Y vy, )) (where j is the
origin position as above), add % ¢ z, K to SK) for every production in the
grammar with Y on the left-hand side ¥ 2).

* Scanning: If a is the next symbol in the input atne for every state in By of
the form (X— x e ay, j), add (X— x a ¢y, j) to Sk+1).

» Completion: For every state inkp©f the form (X— z+, ), find states in $|
of the form (Y— x* Xy, i) and add (Y>> x X *y, i) to SK).

For example, let we take a sentence.

! Earley’s original algorithm included a look-aheiadthe state. Later research showed this to hathe i
practical effect on parsing efficiency and it habsequently been dropped from most implementations.
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Let the input sentence be: “You eat the food in bstaurants”. The following
numeric key can be supplied to the words of thidesece:
“0 Youleat2the3food4in 5 the 6restaurant7”.

Here the numbers appeared between words are galtgiion numbers.
For CFG rule S>NP VP we will have three types of dotted items:
*[S—> .NPVP,0,0]

*[S—>NP.VP, 0, 1]

*[S>NPVP.0,4]

Here,

S — Starting Symbol

NP — Noun Phrase

VP — Verb Phrase

1. The first item indicates that the input senteiscgoing to be parsed applying
the rule S—» NP VP from position O.

2. The second item indicates the portion of thauirgentence from the position
number 0 to 1 that has been parsed as NP andtfaender left to be satisfied as VP.

3. The third item indicates that the portion ofuhpentence from position number
0 to 4 has been parsed as NP VP and thus S is plisbed.

Using Earley’s parsing algorithm

1. For each production-S x, create [S» X, 0, 0]

2. Forj=0to n (nis the length of the inputteste)

3. For each item in the form of pX x.Yy, i, j] apply Predictor operation while a
new item is created.

4. For each item in the form of ¥ zi, j] apply Completer operation while a new
item is created.

5. For each item in the form of p¢ x.wy, i, j] apply Scanner operation.

6. If we find an item of the form [S x., 0,n] then we accept it.
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Let us take another example.

“0 youleat2the3food4”.

Consider the following grammar:
1.S—» NP VP
3.NP—n

5. NP— NP PP
7.VP— v NP
9. n— food

11. art— the

2.5 S PP

4. NP— artn
6. PP> p NP
8. n— You

10. v— eat

Now, parsing the sentence using Earley’s parsicignigue:

Step no. Formula Used operation

1 [S—.NP VP, 0, 0] Initialization

2 [S—.S PP, 0, O] Apply Predictor to step 1 and step 2
3 [INP=.n, 0, 0]

4 [NP—.artn, 0, 0]

5 [NP—.NP PP, 0, 0] Apply Predictor to step 3

6 [n—.“You”, 0, O] Apply scanner to 6

7 [n— “You”, 0, 1] Apply Completer to step 7 with step 3
8 [NP—n., 0, 1] Apply Completer to step 8 with step 1 atep 5
9 [S—NP.VP, 0, 1]

10 [NP—NP.PP, 0, 1] Apply Predictor to step 9

11 [VP—.v NP, 1, 1] Apply Predictor to step 11

12 [v—."eat”, 1, 1] Apply Predictor to step 10

13 [PP—.p NP, 1, 1] Apply Scanner to step 12

14 [v— “eat”.1, 2] Apply Completer to step 14 with step 1
15 [VP—V.NP, 1, 2] Apply Predictor to step 15

16 [NP—.n, 2, 2]

17 [NP—.artn, 2, 2]

18 [NP—.NP PP 2, 2] Apply Predictor to step 17

19 [art — .“the”, 2, 2] Apply Scanner to step 19

20 [art — “the”., 2, 3] Apply Completer to step 20 with stép
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21 [NP — art .n, 2, 3] Apply Predictor to step 21

22 [n — .“food”, 3, 3] Apply Scanner to step 22

23 [n — “food”., 3, 4] Apply Completer to step 23 with ptl
24 [NP — artn., 2, 4] Apply Completer to 24 with 15

25 [VP - Vv NP, 1, 4] Apply Completer to 25 with 9

26 [S— NP VP, 0, 4] Complete

Table 1. Parsing of the sentence by Earley’s algori

3. Derivation of Kumauni language grammar and modiication of Earley’s

Algorithm

It is next to impossible to collect all types ohtnces of any language; hence we
have taken some pre-existing Kumauni sentenceonalydand tried to derive rules of
grammar from them. In this section we are makingtempt to develop a grammar of
a language, which is understudied and underdeveélapd some of its folk characters
are at the brink of extinct. It is the case of Kumia the language spoken in the
panoramic locations of valleys of mountains of ca&nHimalaya, which is a tranquil
land in mist. This language can be divided intdedént dialects according to social and
geographical differences.

Structure of Kumauni grammar is same as Hindi gramm

Subject+ object+ verb.

We can see that a sentence can be written in @iffédorms, which have the same
meaning, i.e. positions of tags are not fixed. €fae, we can not fix the grammar rule
for one sentence, which might cause the gramma twlbecome very long. The
grammar rules that we have derived may not applgllitahe sentences in Kumauni
language since we have not considered all typesentences possible in Kumauni
language. Some of the sentences that have beertaiseke the rules of grammar for

Kumauni language are given below:
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Kumauni In English Grammar
kAn Je re? Where are you going? PP —-VP
sab thEk Chan They all are fine NP- ADJ- VP

Ook byAh pichal sAl haigou

he got married last year

PN - ADJ- NP - VP

theek cha pein ItvAr din milOn

Well, see you on Sam

ADVP- PP — NP - VP

mein itvAr din Onake koshish

karou

| will try to come on Sunday

PN- NP- ADV- VP

main pushp vihar sAketak pa

roo(n)chou

a$ live in Pushp Vihar neg
Saket

r PN- NP- PP- VP

Par jAno pein

Good Night

VP

myAr bAbu fauj me naukan

I my father is serving in india

nNP- NP- PP- VP

kareni army

jaduk AshA, utuk haber jyAdA It is more then expected NP- ADJ- VP
hainch

champAwat bahute bhal jAgChampawat is a veryNP- ADJ-VP

chuu beautiful place

makai wanki ligi bahut door| have to go far for that place  NP- PP- ADJ- VP
chaln pado

ter mukh to nai buwAr jasYour face is shining like aNP - PP-VP
chamakano new bride.

ab mee jaa Now | am going ADVP- PN- VP

Table 2. Grammar generation for Kumauni

Let K be the set of all parts of speeches in Kumkanguage,
K= (NP, PN, VP, ADV, ADJ, PP, ART, IND)

Where

NP — Noun

PN — Pronoun

VP — Verb

ADV — Adverb
ADJ — Adjective
PP— Preposition
ART — Article

IND — Indeclinable

©Universitat de Barcelona
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Formation of vector space for a language

Using English language, since it has 8 parts otdpes, we can form a matrix
(callled connection matrix) of the order 8 x 8, wheows and columns arepresented
by parts of speeches. This matrix pertains tartheow relation.

PREV (x) = {Set of all lexical categories that qanecede x in a sentence}

={y: (Row y, Column x) is 1}

FOLLOW (x) = {y: (Row x, Columny) is 1}

For example, we take a sentence
“John is looking very smart”
Parsing it in parts of speeches, it becomes
NP VP ADV NP

Its connection matrix representation is depicted as

NP PN VP ADV ADJ PP ART IND
NP 0 0 1 0 0 0 0 0
PN 0 0 0 0 0 0 0 0
VP 0 0 0 2 0 0 0 0
ADV 3 0 0 0 0 0 0 0
ADJ 0 0 0 0 0 0 0 0
PP 0 0 0 0 0 0 0 0
ART 0 0 0 0 0 0 0 0
IND 0 0 0 0 0 0 0 0

Table 3. Adjacency matrix of the sentence

Using a text document, we get several sentenceseact sentence can be
represented by a connection matrix of the order88 khus, a set of all matrices of the
order 8x8 forms a vector space V of dimension 6drdhe field of integers under
addition and usual multiplication. Therefore, irnext document each sentence is an

element of this vector space. Now, in any sentetiheze are several parts of speeches
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of a sentence will also be a subspace of the sesiten

To carry this argument further, we propose somealintransformations of

subspaces of Kumauni sentence. In the followingisece:

* T is linear transformation of Sentence subspa¢@imauni.
* U is linear transformation of the Proposition-phagbspace in Kumauni.

* W is the linear transformation of the Noun-phadespace in Kumauni.

Additionally, Identity transformation has also baesed.

T: (S) U: (PP) W: (NP)

Ty (S)=PP VP Wt (PP)= PN NP W (NP)= NP PP

T2 (S) = PP & (PP)= NP PN W (NP)= PP NP
Us: (PP)= ADJ NP W (NP)= ADV NP
Us: (PP)= NP ADJ W (NP)= PP

Us: (PP)= NP W (NP)= ART NP
Us: (PP)= ADJ W: (NP)= NP ART
U (PP)= IND NP W: (NP)= IND PN
Us: (PP)= PN W (NP)= PN IND

Us: (PP)= ADV NP

W: (NP)= VP

Uo. (PP)= ADV

Table 4. Transformation rules for phrase subspaces

3.1. Modification of Earley’s Algorithm for Kumaunext Parsing

We know that Earley’s algorithm uses three openatid®redictor, Scanner and
Completer. We add Predictor and Completer in ongs@hand Scanner operation in
another phase.

Letx, y, z, PP, VP are sequence of terminal or nonterminalbsys and S, B are

non terminal symbols.
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Phase 1: (Predictor + Completer)
For an item of the form [S> x .By, i, j], create [S— x.zy, i, j] for each production
of the [B — Z. Mathematically in phase 1 we apply the transfations suggested

earlier.

Phase 2: ( Scanner)
For an item of the form [S> x.wy; i, j] create [S— xw.y; i, j+1], if w is a terminal
symbol appeared in the input sentence betweerdj+1. When the transformation is

successfully applied then it allows us to moveoiméxt position or transformation.

Our Algorithm:

Input: Tagged Kumauni Sentence

Output: Parse Tree or Error message

Step 1: If Verb is present in the sentence ther§[+ .PP VP, 0, Othen we use
transformation T.

Else [T: S— .PP, 0, Othen we use transformation.T

Step 2: Use the transformation U and W and dodhewing steps in a loop until
there is a success or error

Step 3: For each item of the form of {S x.By, i, j], and we use transformations
Ti, Ui, Wi

Step 4: For each item of the form oHSxwy, i, |], apply phase 2

Step 5: If we find an item of the form [Snx , 0,n], i.e the transformations work
successfully, then we accept the sentence as suelseserror message. Where n is the
length of input sentence.

And then come out from the loop.

Step 6: Generate the parse trees for the successfténces according to the used
transformations.

A transformation is said to be success if it sasarey member of table 1.

Some other modifications of Earley’s algorithm:
1. Earley’s algorithm blocks left recursive rulé¥:[NP— .NP PP, 0, 0], when
applying Predictor operation. Since Kumauni Languisga Free-Word-Order language.

We are not blocking this type of rules.
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2. Earley’s algorithm creates new items for allglbole productions, if there is a

non terminal in the left hand side rule. But weuwsl these productions by removing

such type of productions, which create the numbeiot@l productions in the stack,

greater then total tag length of the input sentence

3. Another restriction we used in our algorithm ¢ogating new item is that, if the

algorithm currently analyzing the last word of thentence, then it selects only the

single production in the right hand side (examplePP—NP]). The other rules (which

have more then one production rules in right hadd @xample [U: PRPN NP))) are

ignored by the algorithm.

3.2. Parsing Kumauni text using proposed gramma aigorithm

Let us take a Kumauni sentence.

i TR T8 FuIY I, (Mee tyar dagad bazAr joo)
In English it means,
“1 will go to market with you”

Now the position number for the words are placetbeding to which word will

be parsed first.

0 Meeltyar 2dagad3 bazaar4joo 5

Where in our sentence

1. PN— “mee” 2. PN— “tyar” 3. PP— “dagad” 4. NP— “bazaar”
5. VP— “joo”

Now we use the transformation defined earlier (&I

Parsing process will proceed as follows:

Sr. No Rule Phase applied

1 [S— .PPVP, 0,0]byT1 Apply Phase 1
2 [S— .NP VP, 0, 0] by U5 Apply Phase 1
3 [S— .PP NP VP, 0, 0] by W2 Apply Phase 1
4 [S— .PN NP NP VP, 0, 0] by U1 Apply Phase 1L
5 [S—. “mee” NP NP VP, 0, 0] Apply Phase 2
6 [S—. “mee” .NP NP VP, 0, 1] by identity Apply Phase L
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transformation
7 [S— “mee” .PP NP VP, 0, 1] by W4
8 [S— “mee” PN NP NP VP, 0, 1] by U1 Apply Phase [l
9 [S— “mee”. “tyar” NP NP VP, 0, 1] Apply Phase 2
10 [S— “mee”. “tyar” .NP NP VP, 0, 1] by Apply Phase 1
identity transformation
11 [S— “mai” “tyar” .PP NP VP, 0, 2] by W4 Apply Phage
12 [S— “mee” “tyar”."dagad” NP VP, 0, 2] Apply Phase 2
13 [S— “mee” “tyar” “dagad” .NP VP, 0, 3] by Apply Phase 1
identity transformation
14 [S— “mee” “tyar” “dagad”..“bazaar” VP, 0, 3] Apply Pka 2
15 [S— “mee” “tyar” “dagad”.."bazaar” .VP, 0O, 4] by | Apply Phase 1
identity transformation
16 [S— “mee” “tyar” “dagad”.."bazaar” . “joo”, 0, 4] Aply Phase 2
17 [S— “mee” “tyar” “dagad”.."bazaar” . “joo”, 0, 5] Quoplete

Table 5. Parsing of the sentence by modified Earlalgorithm

In the above example, we have shown only the skdysh proceeds to the goal.

The other steps are ignored.

4. Stages of the model

In the model there are 3 stages:

* Lexical Analysis

* Syntax Analysis

* Tree Generation

In the Lexical Analysis stage, program finds therect tag for each word in the
sentence by searching the database.

There are seven databases (NP, PN, VP, ADJ, ADYARH, IND) for tagging
the words.

In Syntax Analysis stage, the program tries to ym®alhether the given sentence

is grammatically correct or not.
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In Tree Generation stage, the program finds allptiegluction rules which lead to
success and generates parse tree for those ruldgré are more then one path to
success, this stage can generate more than oreetpaes. It also displays the words of
the sentences with proper tags. The following fgsiows a parse tree generated by the

model. The original parse tree for the above sestén

S

PP VP
|
NP
| \
PP NP

|

PN NP

|
P‘P

pn pn pp np vp
Mee tyar dagad bazaar Joo

Figure 1. Parsed tree structure of sentence

5. Verification of program

After implementation of Earley’s algorithm usingrgoroposed grammar, it has
been seen that the algorithm can easily generase p@e for a sentence if the sentence
structure satisfies the grammar rules. For exampke,take the following Kumauni
sentence:

HY I HAA B | (Mer nAma Kamal chh)
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The structure of the above sentence is NP-NP-VRs Eha correct sentence
according to the Kumauni literature. According to proposed grammar, a possible top

down derivation for the above sentence is:

1. S [Handle]

2. >>PP VP [h: S>PP VP]

3.>> NP VP [U: PR>NP]

4. >>NP PP VP [W: NP>NP PP]

5. >>NP NP VP [U: PP— NP]

6. >>mer nAma NP VP [W: NP> mer nAma]
7. >>mer nAma kamalVP [W: NB Kamal]

8. >>mer nAma kamal chh [VP> chh]

From the above derivation it is clear that the secg analysed by the model is
correct according to the proposed grammar, thuyimgothat our parsing model
generates a parse tree successfully. The actugdgmone shall be as follows.

Input sentenceMer nAma Kamal chh.

Sentence recognized

Tree ---->

1. S

2. [S ---> (PP VP)]

3. [PP ---> (NP)] VP

4. NP ---> (NP PP)] VP

5. [NP ---> (np :Mer nAma)|PP VP
6. [PP]VP

7. [PP ---> (NP)]VP

8. [NP ---> (np : Kamal)]VP
9. [VP]

10. [VP ---> (vp :chh)]
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S
/ \
PP VP
\
NP
N
NP PP
\
NP
np n||"- vp
mer nAma  kamal chh

Figure 2. Verified tree structure by Earley’s Algbm

This model tests only the sentence structure actwptd the proposed grammar
rules. So, if the sentence structure satisfiesgif@nmar rules and follows Earley’s
algorithm then the model recognizes the senten@ecasrect sentence and generates a

parse tree. Otherwise it gives an error output.

6. Conclusion

We have developed a context free grammar (CF&ifople Kumauni sentences,
studied the issues that arise in parsing Kumaumtesees and produced an algorithm
suitable for those issues. This algorithm is a rincation of Earley’s Algorithm, which
has proved to be simple and effective. Whereadrtditional Earley’s algorithm so
many steps in parsing, our model reduces the leofggarsing steps. It has an added
feature in the sense that whereas Earley’s algoritbntains three stages, our model

works only in two steps
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7. Future Work

In this work, we have considered a limited numbeKamauni sentences for
deriving the grammar rules. We have also considerdg the seven main tags. In
future work(s) related to the field of study cowkrie this paper, an attempt can be
made to consider many more Kumauni sentences anel tags, for developing a more

comprehensive set of grammar rules.
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